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Reinoud MARTENS 
Service Manager 
CERN 

Introducing performance analytics in a not fully 
matured and heterogeneous environment 



CERN 
• World’s largest particle physics centre  

• World’s largest scientific instrument 

• 1954 - Europe’s first joint ventures 

• 2014 - 21 member states. 
Austria, Belgium, Bulgaria, Czech republic, Denmark, Finland, France, Germany, Greece, Hungary, Italy, Israel, 
Netherlands, Norway, Poland, Portugal, Slovak republic, Spain, Sweden, Switzerland, United Kingdom  

• Annual budget 1246.5 million CHF. 

• ~ 2300 Staff BUT >> 10000 Users 
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CERN’s mission 
Seeking  answers to questions about the Universe. 

What is it made of? 
How did it come to be the way it is? 

Advancing  the frontiers of technology and engineering. 

Uniting  nations together through science. Today >10000 visiting scientists 
from more than 100 countries. 

Training  young scientists and engineers who will be the experts of tomorrow. 



CERN Experiments and Topics 



Service Management @ CERN: WHY 
1. Do more with less. 

– 1983: 2000 Users and Staff ‘down’ to 3452  1.7 staff per user 

– 2013: >>10000 Users ‘at CERN’ and ~2300 Staff   0.2 staff per user 

 In 30 years ratio changed with factor 8 

 Obviously infrastructure evolved in same pace over this period. 
 Roughly constant budget in value over last 30 years. 

2. Resources under scrutiny  
Demonstrate  optimization of efficiency and effectiveness 

3. Shift from project (build LHC) to operate (run LHC)  
Customer/User Service Orientation (Culture Change) 

4. Lack of visibility on service delivery from management perspective 

 



Service Management @ CERN: GOALS 
1. Simplify users and supporters life by providing: 

– ONE point of contact (ONE #, ONE url, ONE place) 

– ONE behavior; Unified processes for all services 

– ONE tool shared by all service providers (sharing information and knowledge) 

– ONE  business service catalog  
(clearly defining what services are provided to whom by whom at what quality levels). 

2. Optimize efficiency and effectiveness (@ CERN) 

• Alignment with good practice (ITILv3 and ISO20k) 

• High level of automation  

• Framework for continuous improvement 

3. Improve monitoring and control for  management (Dashboards!) 

AND DO THIS FOR ALL SERVICES (NOT ONLY IT) 

 



Service Mgmt. Beyond IT: Scope 

• Civil engineering services 

• Material Management & Storage Services 

• Fire protection services (Fire Brigade) 

• Registration, access & safety services 

• Facility management services 

• Business application services 

• Alarm system services 

• Mail, Removal & Distribution of Goods Services 

• Transport, Shipping & Goods Reception Services 

• Waste Management Services 

• Person mobility services (Cars, Bicycles, Shuttles, .. ) 

• Library & Archive Services 

• Housing & Hotel Services 

• Finance & Purchasing Services 

• HR Services 

• … 



Service Mgmt. @ CERN: Numbers 
• 495 hotel rooms, 3 restaurants 

• 2 main Sites, 657 Buildings, 238 Barracks 

• > 15000 active access cards 

• > 1000 cars 

• > 10000 desktops & laptops 

• 10000 servers / 90000 cores 

• 77000 disks 30 PB disk space 

• 70 PB tape storage   

• 20000 network ports  

• Internet exchange point  

Hungary Computer Centre extension 

•  20000 cores 5.5 PB disk space  
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1000 Supporters 

>350000 End User Inc/Req Resolved 

Define user Facing Processes for Non IT 
(Request and Incident) 

Timeline 

2009  2011  2012  

Define Business Service 
Catalog for Non IT 

2010  

Tool Selection 

Extend Catalog and 
Processes to IT 

Catalog and Processes and 
Portal in ServiceNow 

2013  

Recruit and train Service Desk 

Train 400 Supporters 

> Services 

> Processes 

> Maturity (Coaching) 

60% 

60% 

2014  

KPI Dashboards 

Convince Peers 
& Management 



Business Service Catalogue 
Matrix structure with 2 dimensions: 

– Columns: Services (What, User View) (today > 300) 

– Rows: Functions (How, Supporters View) (today > 500) 
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How 



Service Portal 

• Easy access to all services 

• Search function 

• Browse the catalogue 

• Report issues 

• Follow-up issues 

• Access knowledge base 

• Access to service status board 

 



Service Management Status after 3 years 
Excluding ‘monitoring’ generated tickets 

GS ~ 58%    

IT ~ 38%    

2011 Total 77,211   

2012 Total 124,926 +62% 

2013 Total 159,871 +28% 

Service Desk acts on ~8k tickets/month ~ 50%    



What about dashboards? 

Do kinst net ferbetterejen  
watsto net kinne mjitte 
(You cannot improve what you cannot measure) 



• Rubbish In - Rubbish Out: and a little bit of ‘rubbish’ can ruin a cake 

– Data not aligned with reality (work done but update of ticket delayed) 

– Wrong use of process (e.g. incident ‘in progress’ for over a year, although workaround existed) 

• Wide scope  Wide distribution in maturity 

• CONSOLIDATE THE CAKE BEFORE “RELEASING” THE CHERRY 

 

Dashboards; the cherry on the cake?! 

Chicken Egg 



Data cleansing and maturity coaching 
• Identify “forgotten tickets” and push the people in charge to take action… 

 

 

 
 

• Coaching for more consistency;  
whenever possible simplify process (e.g. impact and urgency  priority)  

• Change processes/tools to capture changes in near real time 
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Maturity Improves  

Time  

Phase 1 
SL can degrade, but consistency improves 

Phase 2 
SL recovers and improves 



But that was not enough 

• Pareto rule also for data quality…. 
 2% of errors will destroy 98% of your effort 

• Impossible to remove these ‘outliers’ by hand 

• We needed an automatic process to weed out the ‘mistakes’ 



Outliers (How) 
• Calculate average AV and Standard Deviation SD (by service and process) 

• Filter out outliers (AV+3.5*SD) during metric collection (but keep their numbers for maturity reporting) 

• Flag outliers for closed tickets and update AV and SD incrementally (weighted moving average) 

Average Average + 3.5* SD 

Outliers 

MTTR(esolve) 



1. Data cleaning period prior to ‘production’ data collection 

2. Identify and automatically filter out ‘outliers’ (obvious “errors”) 
Don’t hide the truth, show the % of outliers  
(as a KPI for service management maturity) 

3. Coach the ‘bad’ to become ‘better’ 

 

 

Dashboard 

Outliers 

Bad 

Good 

Dashboard 

Bad 

Good 

Pragmatic approach to consolidate the cake 



Timeline for PA rollout 

September October November December January February March April

Training PA

Data Cleansing

Coaching of support teams

Data collection query development

Retroactive score collection

Development of serviceNow integration

KPI selection and tuning

Visualisations

Rollout



Metrics Status 
Done: 

• Data cleaning campaigns (end 2013)  

• ~ 100 metrics defined 

• 2 years of history recovered 

• ‘external’ sources supported 

• Role based dashboards access mechanism implemented 

• First process dashboards defined and working 

Work in progress 

• Define domain specific metrics, KPI’s and dashboards 
(Hotel, Stores, Car Pool, Health, HVAC, Electricity, etc..) 

 



The Good & The Not So Good 
Few Incidents, Low backlog 

Many Requests, Low backlog (1 day of work in backlog) 

MTTR Low SLA Success High 

Many Incidents, High backlog 

Two months of work in request backlog 

MTTR Bof SLA Success LOW 

“Tant Pis”  
(Never Mind) 



Create awareness and drive improvement 
• Dashboards by 

– Service Area, Customer Service and 
Service Element (What) 

– By Department, Group and Function 
(How) 

 

 

 

• Finally we can improve  



Role based access 

1 

2 

3 

4 

5 

6 

1. You need to some hierarchical leadership role leader  

2. Type ‘group’ or ‘Dash’ or ‘PA’ in the filter field (helps to find it) 

3. Select PA Dashboard (PS=Performance Analytics) 

4. Relevant group will be automatically selected 

 

 



Organization: Tabs per Period 
1 2 3 4 5 

6 

Tabs per period 

1. Dayly (‘hairy’, for micro managers)  

2. Weekly (good for weekly meetings, 7 days averages) 

3. ‘Monthly’ (28 days to eliminate weekend effects) 

4. Yearly (longer term trends) 

5. Other information on data quality etc… 

 



Organization: Rows and Cols 

1 

2 

3 

4 5 6 

1. Three  ‘capacity’ indicators on incidents in 1st  row 

2. Three  ‘capacity’ indicators on requests on 2nd row 

3. Some quality indicators on 3rd row 

4. Inbound traffic in 1st column 

5. Backlog in 2nd column 

6. Outbound traffic in 3rd column 

 

 



Top Takeaways 

PA works (but laborious setup, will hopefully improve with EUREKA) 

Reasonable maturity level highly desirable 
(if necessary consolidate the cake before adding the cherry) 

Automatic “outlier” filtering for us a must 



Reinoud MARTENS 

CERN 

reinoud.martens@cern.ch 

 


